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Language in context
Language is used in the world, about the world

The world as perceived through senses, e.g. vision, hearing

The world as learned through accumulated experiences

Language is used by people:

- in shared contexts
- with shared common ground
- with shared history
- with shared goals
- but also with idiosyncratic and interesting variation



How to talk about an image
Possible task contexts/goals:

- identify this image among others
- describe the image in a sentence 

(captioning)
- ‘tell me more’: give further details 

in a paragraph
- identify a dog species
- suggest interior design styles
- guess what’s for dinner



Can computational models of 
language and vision incorporate 
contextual information 
from different modalities 
to produce a contextual description 
of the image?

Primary research question



A Language & Vision Transformer Model
Object Relation Transformer: Herdade et al, 2019

Object detector (Faster R-CNN) gives explicit labelled regions, also features

Encoder and Decoder are 6-layer Transformers with 8 heads

Self-attention in Encoder; Self + Cross-attention in Decoder



I: Learning Knowledge & Structures beyond Text

II: Language-and-Vision Representation Learning

III: Generating Language with Respect to the Task



I. Learning knowledge & structures beyond text

What can the decoder in language-and-vision models learn that language-only models can’t?

What can we see in the learned attention patterns in the model components?

How Vision Affects Language: Comparing Masked Self-Attention in Uni-Modal and Multi-Modal Transformer. 
Nikolai Ilinykh and Simon Dobnik. 2021. In Proceedings of the 1st Workshop on Multimodal Semantic 
Representations (MMSR)

What Does a Language-And-Vision Transformer See: The Impact of Semantic Information on Visual 
Representations. Nikolai Ilinykh and Simon Dobnik. 2021. Frontiers in Artificial Intelligence

Attention as Grounding: Exploring Textual and Cross-Modal Attention on Entities and Relations in 
Language-and-Vision Transformer. Nikolai Ilinykh and Simon Dobnik. 2022. In Findings of the Association for 
Computational Linguistics: ACL 2022



Attention(s)!
Self-attention in image encoder and text decoder

Cross-attention:

Keys and Values from image encoder
Queries & residual from text decoder

Fig 1 from Ilinykh & Dobnik, 2021



How Vision Affects Language (2021)
Masked self-attention patterns 
in text decoder looks quite 
different between multimodal 
model (top) and text-only 
GPT2 (bottom)

Multimodal model attention 
“jumps” from object noun to 
noun.
Text-only attention is more 
broadly dispersed



What does a L&V Transformer See? (2021)
Self-attention in image encoder: which regions/objects attend to each other?

Fig. 13



Attention as Grounding (2022)
Cross-modal attention during 
generation/decoding

Q1: Does cross-attention look at the
right object when generating a noun?
A: Yes, eventually!

Q2: Does attention during spatial relation 
generation look at the target? landmark?
word or object? 





II. L&V representation learning
What kinds of features to use from multiple modalities?
How to effectively combine features from multiple modalities?

When an Image Tells a Story: The Role of Visual and Semantic Information for Generating 
Paragraph Descriptions. Nikolai Ilinykh and Simon Dobnik. 2020. In Proceedings of the 13th 
International Conference on Natural Language Generation.

Look and Answer the Question: On the Role of Vision in Embodied Question Answering. Nikolai 
Ilinykh, Yasmeen Emampoor, and Simon Dobnik. 2022. In Proceedings of the 15th International 
Conference on Natural Language Generation.

Context matters: evaluation of target and context features on variation of object naming. Nikolai 
Ilinykh and Simon Dobnik. 2023. In Proceedings of the 1st Workshop on Linguistic Insights from 
and for Multimodal Language Processing.

 



When an Image Tells a Story (2020)
Task: generate a multi-sentence paragraph description of an image.

Input image is represented as either visual features or textual region descriptions 
(or both): conjunction mostly performs best.

Visual input is given to paragraph-level sentence planner module, which either
uses attention or max-pooling: attention has better diversity, worse metrics.

Evaluating a paragraph goes beyond BLEU: avoid repetition, want diversity

- Human evaluation for word choice, object salience, sentence structure, 
paragraph structure

- Human and automatic metrics disagree about best model:
Humans prefer model with textual region features + attention



Look and Answer the Question (2022)
Task: Embodied Question Answering - navigate to a room to answer a question.
Test the effect of perturbing visual input.
Result: shuffled and blind models match original - indicates dataset is flawed.



Context Matters (2023)
Naming Variation: same object can be
identified as different nouns.

Q: What combination of context feature types
(target, context, scene; text, visual)
result in a model that matches human naming variation?

A: multimodal target features are most important for predicting most frequent name; 
adding scene features is better for capturing variation.

Match is calculated as rank correlation between dataset name distribution and 
model’s predicted probability distribution over those names.

ManyNames Dataset



III. Generating Task-Oriented Language
Do text-generating multimodal models produce good language?

- Natural & correct discourse structure
- Applicability to task context
- Variability: human language is diverse, not monotone or repetitive
- Complexity: often need more than simplest possible utterance

Do Decoding Algorithms Capture Discourse Structure in Multi-Modal Tasks? A Case Study of Image 
Paragraph Generation. Nikolai Ilinykh and Simon Dobnik. 2022. In Proceedings of the 2nd Workshop on 
Natural Language Generation, Evaluation, and Metrics (GEM).

Describe Me an Auklet: Generating Grounded Perceptual Category Descriptions. Bill Noble* and Nikolai 
Ilinykh*. 2023. In Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing.

Approximation sacrifices variability: estimating the closeness between human and machine language in 
image descriptions. Nikolai Ilinykh and Simon Dobnik. 2024. To be published on arXiv.



Do Decoding Algorithms capture Discourse? (2022)

Different decoding 
methods lead to large 
variation in metric results.

However, human ratings 
of these sentences don’t 
correlate (much).

Generated texts describe 
different sets of objects 
than reference texts.



Describe me an Auklet (2023)
Perceptual category recognition: Can you 
(textually) describe a new category to me 
so that I can (visually) recognise it?

Setup: Generator and Interpreter models, 
independently trained to either 
 GEN: image-classify & describe
 IPT: listen and image-classify

Results are promising but mixed: decoding 
strategies matter, diversity is lacking.



Approximation sacrifices variability (2024)
Compare human and machine generated descriptions using a bigram model:

Train on (human), test on (human, model) and vice versa

Result: Human language is far more perplex/complex than model output
     Metrics don’t capture, or correlate with, complexity



What have I learned?
Need for task-specific models: because task context is such a strong constraint.

Abstracted visual features can be as effective as pixels.

Decoding algorithm matters hugely: even big models can produce small (boring, 
degenerate, overly-general) outputs.

Automatic evaluation measures correlate poorly with human desiderata

- different objects are named
- relevance/correctness are not captured (but maybe flow?)
- specificity, i.e. ability to discriminate, is essential, but only indirectly measured



What’s next?



What Does a 
Language-And-Vision 
Transformer See: The Impact of 
Semantic Information on Visual 
Representations. Nikolai Ilinykh 
and Simon Dobnik. 2021. Frontiers 
in Artificial Intelligence


